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Abstract

This paper provides sharp sufficient conditions for mean convergence of the maximal partial
sums from triangular arrays of dependent random variables with general norming sequences.
As an application, we use this result to give a positive answer to an open question in [Test
32(1):74-106, 2023] concerning mean convergence for the maximal partial sums under reg-
ularly varying moment conditions. The techniques developed in the present work also enable
us to establish a result on mean convergence for sums of pairwise negatively dependent
random variables, which gives an improvement of the main result of Sung [Appl Math Lett
26(1):18-24, 2013] and Ordéiiez Cabrera and Volodin [J Math Anal Appl 305(2):644-658,
2005].
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1 Introduction

In 1971, Chow [7] established a mean convergence theorem under a uniform integrability
condition. A special case of Chow’s result reads as follows.

Theorem 1.1 (Chow [7]) Let 1 < p < 2 and let {X,,n > 1} be a sequence of independent
random variables such that the sequence {|X,|P, n > 1} is uniformly integrable. Then

1 n C,
WZ(}Q —EX;) < 0asn — .
n

i=1

Theorem 1.1 was extended by Ordéiiez Cabrera and Volodin [13], Lita da Silva [14], Sung
[15], and Wu and Guan [22] to the case where the underlying random variables are pairwise
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negatively dependent and satisfy some general uniform integrability conditions. Recently,
the authors in [2, 8, 18] investigated laws of large numbers where the norming sequence is
a regularly varying function, instead of the classical power function. A real-valued function
L(-) is said to be slowly varying if it is a positive and measurable function on [A, co) for
some A > 0, and for each A > 0, limy_,» L(Ax)/L(x) = 1. A function R(-) is said to
be regularly varying with the index of regular variation p if it can be written in the form
R(x) = xPL(x), where L(-) is a slowly varying function. For a slowly varying function L(-),
there exists a slowly varying function L(-), unique up to asymptotic equivalence, satisfying

Jim L)L (L) =1 and lim L)L <x£(x)) —1. (1.1)

The function L is called the de Bruijn conjugate of L(-) (see Theorem 1.5.13 in Bingham et
al. [4]). If L(x) = log” (x) 0r~L(x) = log” (log(x)) for some y € R, then L(x) = 1/L(x).
Especially, if L(x) = 1, then L(x) = 1. On the important role of regularly varying functions
in probability and mathematical analysis, we refer to Bingham et al. [4], Jessen and Mikosch
[11].

The following theorem was proved in [18, Corollary 4.10].

Theorem 1.2 Let 1 < p < 2 and let {X,,,n > 1} be a sequence of independent integrable
random variables. Let L(-) be an increasing slowly varying function defined on [0, 0o) and let
L(-) be the de Bruijn conjugate of L(-). If the sequence {| X, |P L(|X,|P), n > 1} is uniformly
integrable in the Cesaro sense, then

k

S S 3 (X —E(X;)| & 0asn — 0o (1.2)
nl/PLV/P(n) 1<k=n — ! ! ’ ’

Theorems 1.1 and 1.2 lead to a natural question as follows.

Question 1 Under the assumptions of Theorem 1.2, does convergence in mean of order p
prevail in the conclusion (1.2)?

This question was raised as an open problem in [18, Section 5]. In order to address the
problem, we may consider applying the result in [13, 15, 17, 22], which establishes mean
convergence for the partial sums with general norming sequence b,, n > 1. However, these
papers assumed a condition of the form

1 n
supb—pZIElXilp < 0, (1.3)

nzl On i

which may not hold for the case where sup;-; E|X;|? < co and b, = n/PLVP (n) since
L'/?(n) may approach zero. Here, again, L(-) is an increasing slowly varying function and
L(-) is the de Bruijn conjugate of L(-). As noted in [18], the existing methods do not appear
to be effective in this situation.

The initial objective of this paper is to give a positive answer to Question 1. We will
replace condition (1.3) by a weaker condition that

1 & c
sup -y D CE(IXilP1(1Xi| > bae)) < ?51 forall0 < e < 1, (1.4)
nzlPn i

where C; > 0 and 6 € (0,2 — p) do not depend on ¢, and then we prove a mean theorem
for arrays of dependent random variables with general norming constants under (1.4).
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It is clear that (1.3) implies (1.4) since

sup ,,ZE IX;1”1(|1X;| > bne)) < sup ,,Z}E|X |7

n>1 izl n>1 i=1
ssprMm
n>l i=1

forall0 < ¢ < 1 and § > 0. It is also not hard to see that there are examples where
(1.4) holds but (1.3) fails (see, e.g., Example 5.3 in Sect.5). We will prove in Sect.4 that
if the sequence {|X,|?LP(|X,|), n > 1} is uniformly integrable, then (1.4) is fulfilled with
by =n'/PLVP (n).

Our method also enables us to give an improvement of Theorem 2.1 of Sung [15] con-
cerning mean convergence for the partial sums of pairwise negatively dependent random
variables and, as a result, improves Theorems 3.1—3.3 of Wu and Guan [22] and Theorem 1
of Ordéiiez Cabrera and Volodin [13]. It is worth mentioning that our proof is totally different
from that of Sung [15], Wu and Guan [22], and Ordéiiez Cabrera and Volodin [13].

Throughout the paper, {k,,n > 1} denotes a sequence of positive integers. The de
Bruijn conjugate of a slowly varying function L(-) is always denoted by L(-). The sym-
bols Cy, Cq, cp, ... denote positive universal constants which may not be necessarily the
same in each appearance, and 1(A) denotes the indicator function of the set A. For a real
number x, log x denotes the natural logarithm (base e) of max{x, e}, and [x] denotes the
greatest integer that is smaller than or equal to x.

The rest of the paper is organized as follows. Some preliminaries used in proving the main
theorems are consolidated into Sect. 2. Section 3 focuses on a mean convergence theorem for
the maximal partial sums with general norming sequences. In Sect.4, we apply the result
in Sect. 3 to provide a positive answer to Question 1. Section 5 presents an improvement of
Theorem 1 in [13], Theorem 2.1 in [15], and Theorems 3.1-3.3 in [22].

2 Preliminaries

In this section, notation, technical definitions, and lemmas which are needed in connection
with the main results will be presented.

A collection {X;, 1 <i < n} of random variables is said to satisfy Condition (M) if for
any collection of increasing functions {f;, 1 <i < n} with Ef;(X;) = 0,1 <i < n, there
exists a constant C such that

provided the expectations are finite.

Condition (M3) holds for independent sequences and many other dependent structures,
including martingale differences, negatively associated sequences, and p*-mixing sequences
with pj < 1. We also consider another weaker dependence structure defined as follows. A
collection {X;, 1 < i < n} of random variables is said to satisfy Condition (H>) if for all
increasing function {f;, 1 <i < n}with Ef;(X;) =0, 1 <i < n, there exists a constant Co
such that

)<@2Emmw, 2.1)

i=1
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n 2 n
E (Z fi (Xn) < Co Y E(fi(Xn)?, 2.2)
i=1

i=1

provided the expectations are finite. Condition (H) holds for pairwise independent
sequences, pairwise negatively dependent sequences, and extended negatively dependent
sequences. Of course, if (M) is satisfied, then so is (H>). Various limit theorems under these
dependence structures were recently studied by some authors. We refer to [1, 3, 17-21, 24]
and references therein.

A triangular array {X, ;, 1 <i < k,,n > 1} of random variables is said to be uniformly
integrable in the Cesaro sense (see Chandra [5]) if

k,
R
lim o Z;qun,iuuxm >a)) =0.

In [6], Chandra and Goswami presented the de La Vallée—Poussin criterion for uniform inte-
grability in the Cesaro sense which reads as follows: A triangular array of random variables
{Xni,1 <i < kp,n > 1} is uniformly integrable in the Cesaro sense if and only if there
exists a measurable function g : [0, o0) — [0, co) with g(0) =0, g(x)/x — oo asx — 00,
and

k
1 n
sup — » B(g(1Xn,i])) < 00,

k
n>1 Kn i—1

The following two lemmas are used in the proof of the main results. The first lemma
provides a necessary condition for a weak law of large numbers for the maximum

maxj<j<k, | Xn,il LP; 0. The proof follows from Proposition 2.5 of Thanh [21] and so is
omitted. We also refer to Lemma 3.2 of Wu and Wang [23] for a similar result.

Lemma2.1 Let {X,;, 1 <i < ky,n > 1} be a triangular array of random variables such
that for all n > 1, the collection {X, ;,1 < i < k,} satisfies Condition (Hy). Then there
exists a constant C1 depending only on Cy such that for all e > 0 andn > 1,

2 kn
<1 —P( max |X, ;| > 8)) ZP(|Xn,i| > 8) < CﬂP’(lma)I({ [ Xn,il > e). 2.3)

1<i<ky i—1 <i<kn
i=

. P .
Furthermore, if maxi<;<k, |Xn,il — 0 asn — oo, then for all ¢ > 0, there exists ng
depending only on ¢ such that

kn
Z]P’(|X,,,i| > x) < 4C1P<1ma>];( [ Xn.il > x) forall x > e,n > ng,
<i<kp

i=1
where Cy is as in (2.3), and therefore
k’l
lim » P (|X,| > &) =0 forall &> 0.

n—00 4
i=1

The last lemma is Corollary 3.1.1 in [9].
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Lemma 2.2 Let{X;, 1 <i < n}beindependent mean 0 random variables such that for some
constant A > 0,

max |X;| < A a.s.

1<i<n
Then for all ¢ > 0, we have
n (e + AP (maxlfkin Zle X;| > 8)
ZEX? < &2+ .
i=1 1-P <max15k§,, Zf‘(:l Xi| > 8)

3 Sharp sufficient conditions for mean convergence for the maximal
partial sums

In this section, we provide sharp sufficient conditions for mean convergence for the maximal
partial sums from arrays of random variables satisfying Condition (M5>).

Theorem3.1 Let 1 < p < 2 and let {X,;,1 < i < k,,n > 1} be a triangular array of
integrable random variables such that for each n > 1, the collection {X, i, 1 < i < ky}
satisfies Condition (M»). Let {b,,n > 1} be an increasing sequence of positive constants
with lim,,_, », b, = 00. If there exist a constant C1 > 0 and § € (0,2 — p) such that

kn

1 C
sup - ZE (IXni1P1(1Xn,i| > bue)) < g—gfor all0 <e <1 (3.1)
nzlPn
and
kn
lim iZE(lx 171 (1X,i| > bne)) =0 foralle >0 (3.2)
n— 00 b;‘: P n,1 n,i n , .
then
1 k -
by lg}f‘f’}(” ; (Xn,i - EXn,i) 20 asn— oo. (3.3)

Conversely, if EX,, ; = 0 and (3.3) holds, then so does (3.2).

Before presenting the proof of Theorem 3.1, we would like to provide some comments
on conditions (3.1) and (3.2). While conditions (3.1) and (3.2) appear to be similar, they are
independent in the sense that neither implies the other. The first example shows that (3.1)
holds while (3.2) does not.

Example3.2 Letk, =n,1 < p < 2,and b, = nl/P. Let {X,,n > 1} be a sequence of
symmetric random variables such that

and P(X, = +n'/?log"? n) =

1
PX,=0=1- )
(Xn ) logn 2logn

Let {X,;,1 <i < n,n > 1} be a triangular array of random variables such that for all
n>1,

0 ifl1 <i <n,
Xn,i: o
X, ifi=n.
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Then for all n > 1, we have

:m‘ =

kn
1
Z (X011 (1Xni| > o)) = B (1Xal "1 (1Xa] > n'/7e))

—E (1X,17)
1
=1< —BforaHS >0ande € (0, 1).
&
This implies that (3.1) holds but (3.2) fails.

In the next example, (3.1) fails but (3.2) holds. Example 3.3 also shows that condition
(3.1) is sharp in the sense that Theorem 3.1 may fail if (3.1) is slightly weakened to

k
l n
sup 5 DB (Xl "1 (1Xnil > bue) <

n>1 i—1

C
2_2p forall0 < & < 1, (3.4)

where C» is a positive constant.

Example3.3 Letk, =n,p = l,and b, =n'/? =n,n > 1. Let {(X,;,1 <i <n,n > 1}
be a array of independent symmetric random variables such that

1 1
P(X,;=0)=1—~ and P(X,; = £n/log"?n) = o l=ismn=l
l 1

Let ¢ € (0, 1) be arbitrary. Then for all n satisfying logn > 1/&2, we have

ky
Z (IXni1P1(1Xpi| > bue)) ZE (IXni 11 (1Xni| > ne))
i=1 i=1

Sﬁ‘ -

(3.5)
=0

implying that (3.2) holds. For all n satisfying logn < 1/¢2, we have

kn

1
bﬁZE (IXni 1”1 (1 X 1| > bue)) ZE (IXni 11 (1Xni] > ne))
i=1 i=1

1 "1 (3.6)
logl/2 ;?

10
<10log'?n < —,
1

which, together with (3.5), implies that (3.4) holds with C =
Now, for any sufficiently small & > 0, and for all » satisfying 1/e> < 4logn < 4/&2, we
have

kn n

1 1
7 SR (X171 (Xl > bc)) = T
i=1

P log
=g = 2¢e

showing that (3.1) fails for every universal constants C| and § € (0, 1).
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Finally, we will show that (3.3) fails. It is clear that for all n > 1,

X .
max Xl <1 as.

I<i<n n

Applying Lemma 2.2 with ¢ = 1/4, we have foralln > 1,

25 P <max1§k§,, Zf-‘zl Xni| > n/4)
Z]EX,“ <t X p : 3.7)
1-P (maxlikfn vk, X,»' > n/4)
If (3.3) holds, then there exists nq such that P (maxlikin Z?:l Xni| > n/4) < 1/4 for all

n > ng. Therefore, we have from (3.7) that

25
ZZEXHI_E+—8<1foralln>n0 (3.8)

However, we have

1 < 1
anZEX%l log ;72

i=1

I V

contradicting (3.8). Therefore, (3.3) must fail.
The rest of this section is devoted to proving Theorem 3.1.

Proof of Theorem 3.1. Firstly, we prove the sufficiency. Assume that (3.1) and (3.2) hold. For
n>1,1<i<k,andr > 0, set

Yoir = —bat""P1(Xpi < —but"/P) + X, i1(1 X i| < bt "/P) + byt ''PU(X ;1 > but'/P).

Then it follows from (3.2) that

kn kn

1
sup ———— 1 ZE|X'1 i Yn,i,t| < — ZE (an,i|1 (|Xn,i| > bn))
1=1 bnt /p bu i3

o (3.9)
< pZE (1XnilP1(1Xni| > ba))

"tl

— Qasn — oo.
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Let &9 > 0 be arbitrary. Then for all large n and for all # > 1, we have

> 80)

k

1
P <bn 12}22 X;(Xn,i —EX,.)
1=

k)l
<Y P(IXnil > bat'?)
i=1

k
+P (11<na<x Z(Y,, i —EX, )| >b 80)
k
<o(l)+P (13}{1’2” ;(Yn,i,t —EYui)| > bn80/2)
2

4
< 0(1) + = b ( max Z(Yn it EYn,i,t)

<k<k, |4

)

50<1>+ ZE it

” 0 i=1
(3.10)

where we have applied (3.2) and (3.9) in the second inequality, and (2.1) in the last inequality.
We will now estimate the last term in (3.10). Let 0 < ¢ < 1/2 be arbitrary. Then

kn

2b2
bZZEnzl—ZbZ/ P (1Xni| > u'/?)du

=1
+2":1/b3 IP’(|X il >ul/2)du
— b’% EZb% n,i
k}l

<Z/ Xl >xl/2bn)dx
by

g2 kn
5/ by Px P23 B (X P1 (X il > x'/2,)) dx
0 i=1
kn
+ Y P (1Xuil > eby)
i=1
2

k
¢ dx "
< Cl/o W+ZP(|Xn,i| > gbn)
i=1

. 2C182_p_(S L
e E— + EP(|X,,,,| > eby).

(3.11)
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It is clear that (3.2) implies

kn
nl_i}ngoZ]P’(|Xn,i| > sb,,) =0forall ¢ > 0. 3.12)

i=1
Since 0 < ¢ < 1/2is arbitrary and 2 — p — § > 0, it follows from (3.10), (3.11), (3.12) that

k

> (Xni —EX,)
i=1

1
]P’( max >£0> — Qasn — ooforalleg > 0. (3.13)
by 1<k<ky

Let

k

1
1
1 = Pl — E Xni —EX,i
(n) /(; (bn 12}(3;5% izl( n,i n,i)

By (3.13) and the Lebesgue dominated convergence theorem, we obtain

> tl/p)dt,n > 1.

I(n) > 0asn — oo. (3.14)

For all n sufficiently large, we have

k p
1
E (bn 12}22,, ;(Xn,i - IEXn,i) )
00 k
=1(n) +/1 P (b g}{aﬁ{n ;(X,,,i —EX,.)| > tl/p> dr

o0 kn
<I(n) +f D P (1Xnil > but'/P)d1
iz

o0
+ / P| max
1 1Sk§kn

k
1 n

=I(n)+ W7 > "B (1Xnil"1(1Xnil > by))
n i=1

k
> Wis = EYis)
i=1

> bnt]/p/2> dr (3.15)

k

> Fniv —EYpis)

k
o0
—o(l) + /1 P(lg}ﬁ’; gm,i,, CEY,.)

> bnt]/p/2> dr

> bntl/P/2> dr,

where we have used the same estimate as the first two inequalities of (3.10) in the first
inequality, and (3.2) and (3.14) in the last step. To complete the proof of the sufficiency part,
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it remains to prove that the last term in (3.15) also converges to 0. By using the same estimate
as the last two inequalities of (3.10) and Tonelli’s theorem, we have

°° (

/ max

1 1<k=<k,
ki roo

SON A

kn oo 1
1
=4C0 E v/]. 1‘2/17(/0 P(|Xn’i| >bnul/2)du+_[

oo EY?2.

> b tl/”/2> t <4COZ/ bztnz}zj

P (b, Xpil > u'/?) du) dt

Z(Yn io—EYni)

2/p

12/p

P (|Xnil > byu'’?) du) dt

4pCo w2 [ (1
= 220 </ P (|Xpil > bau'’?)d / uPP7 1P (1Xpi| > byu'?)du )
2-rig\Vo
4pCo w2 [ (1
— 2P0 </ P(IXp il > byu'/?)d / |X,”|>bx1/”)dx>
2=ri5 Vo
4pCo n ! 1
< (/ P (1Xnil > bpu'?)du+ —E (IX0ilP1 (1 X0i] > bn))>.
4 i—1 0 bn
(3.16)
From (3.1), we have for all u € (0, 1) that
e |
sup Y P (1Xpil > bou'?) < P o7 ZE (1Xni 171 (1X 00| > buu'/?))
nzlyy (3.17)
Ci
< —.
— u(p+9)/2

Since p + 8 < 2, the function f(u) = Cy/uPT9/2 is integrable on (0, 1). It thus follows
from (3.12), (3.17), and the Lebesgue dominated convergence theorem that

1 K
lim [ Y P (1Xuil > byu'/?)du =0. (3.18)

n—oo

Combining (3.16), (3.2) and (3.18) yields

k

oo

lim ]P’( max |y (Ynis —EYyi,)
1

n—00 1<k<kn |“ 1
i=

>b,,t1/”/2>dt:O. (3.19)

Combining (3.15) and (3.19) completes the proof of the sufficiency part of the theorem.
Finally, we prove the necessity. Assume that EX, ; = 0 and (3.3) holds. Let ¢ € (0, 1) be
arbitrary. Since

k
max |X <2 max Xnil,n>1,
max [X,| <2 max Zl wilnz
we obtain from (3.3) that
1
— max ]X,l,|—>0 asn — oo. (3.20)

b 1<i<ky
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By (3.20) and the second part of Lemma 2.1, there exists a positive integer ng depending
only on ¢ such that

kll
ZIP’ | Xn,il > bnx) < 4C2P< max |X, ;| > b,1x> forall x > ¢,n > nyg,

1<i<k,
i=1

where C» is a constant depending only on Cy. Therefore, for all n > ng, we have
1 &
7 D E(1Xnil1(1X0i| > bae))

i=1
kn

Z( P(IXp:| > byx/P)dx + e?P (1Xpi| > by g)>
i=1

1<i<k, 1<i<

= max |X, ;|P1| max |X,;| > bye
b’Il) <l<l< | nll (lflfk"| n,l| n ))

4CIE X ! 3.21
_b lg}g{lnzl . (3.21)

4C2< (max |X,,,|>b,,xl/1’>dx+81’P<ma)]<€ | Xnil > by 8))
]E

Combining (3.20) and (3.21) yields (3.2). The proof of the theorem is completed. ]

Remark 3.4 Since Lemma 2.1 holds under the assumption that the collection {X, ;, 1 <i <
k, } satisfies Condition (H>) for all n > 1, the same holds for the necessary part of Theorem
3.1.

4 Mean convergence for the maximal partial sums under regularly
varying moment conditions

In this section, we will apply the sufficiency part of Theorem 3.1 to give a positive answer
to Question 1. The main result of this section is the following theorem.

Theorem4.1 Let 1 < p < 2 and let L(-) be an increasing slowly varying function defined
on [0, 00) such that L(x) > 1 forx > 0. Let {X,;, 1 <i <n,n > 1} be a triangular array
of integrable random variables such that for all n > 1, the collection {X, ;,1 < i < n}
satisfies Condition (M»). If the array {| X, i|PL(|X,.i|?),1 <i < n,n > 1} is uniformly
integrable in the Cesaro sense, then

k

: Z(X,” EX.)

_— —> Oasn — oo. “4.1)
l/PLl/P(n) 1<k<n

Proof Let b, = n'/PL'/P(n) and k, = n. By the sufficiency part of Theorem 3.1, we only
have to show that (3.1) and (3.2) are satisfied. To do this, we will use the same argument as
in the proof of Claim 1 in [19]. Firstly, we will verify (3.1). By the second half of (1.1), we
have lim,, oo L(n)L(nL(n)) = 1. It implies that

1

M T Lmiay 4.2)
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40 Page120f17 L. Véan Thanh

Since L(x) > 1 for all x > 0 and {| X, ;|PL(|X,.i|"),1 < i < n,n > 1} is uniformly
integrable in the Cesaro sense,

sup — Z]E |an| =sup — ZE |Xnt|pL(|Xnt|p)) = <00 4.3)

n>1"N n>1Nn

Let B8 € (0,2/p — 1). By the Potter bound (see, e.g., Theorem B.1.9 (5) in [10]), there exists
agp > 0 such that for all ¢ € (0, 1) and for all x > ag, we have

4L(x)
eb

L(x/e) < 4.4)

By using the monotonicity of the function L(x) and (4.2)—(4.4), we have for all ¢ € (0, 1)
andn > 1,

1 n
57 2= E (Xl 1 (X1 > b))

- prl(bp) ZIE X i \PL( X 517 /671 (X ] > b))
< m iz@ (1Xn.i1” L(ao/e"))

m ZIE X1 L (X017 /6" (1Xi1? > a0))
S 4nﬂ ; (L(ao)li ,(;LXMP) N E(|Xn,,-|:;|xn,i|f’>)>

- 4crea(L(ap) + 1)
- gpﬂ :
4.5)

By choosing C; = 4cjca(L(ag) + 1) and § = pB € (0,2 — p), we obtain (3.1).
Next, we will verify (3.2). Let ¢ € (0, 1) be arbitrary. Proceeding in a similar manner as
in (4.5), we have foralln > 1,

n
7 leE 1X0i|P1 (1 X0 i] > bue)) < ;p‘ﬂ ;(L<ao)E(|xn,,-|P1<|Xn,i| > £by))
1 1=

+E (|Xn,i|pL(|Xn,i|p)1(|Xn,i| > Sbn))) .
(4.6)

Since L(x) > 1 and {| X, ;|PL(|X,,i|?),1 <i < n,n > 1} is uniformly integrable in the
Cesaro sense, we have

. 1 —
lim sup — > "E (| Xpn.i[”L(Xpi|")1( X i| > £by)) =0, 4.7

n—>00,,~1m P

and

lim sup — ZJE (X i 1P 1 X 1] > £b) = “48)

n—00 51 m =
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Combining (4.6), (4.7) and (4.8) yields (3.2). The proof of the theorem is completed. m}

Concerning Theorem 4.1, a Reviewer kindly raised a question as to whether or not the
assumptions that L(-) is increasing and L(x) > 1 for x > 0 can be removed for the case
1 < p < 2. This leads to the following example. It shows that Theorem 4.1 may fails if
L(x) | 0asx — oo.

Example4.2 1Let 1 < p < 2 and let {X,;,1 < i < n,n > 1} be an array of inte-
grable, symmetric, independent and identically distributed random variables such that
E(X11/”log7 " [X11]) < oo and E|X|”? = oo. Let L(x) = log~'x, x > 0. Then
all assumptions of Theorem 4.1 are satisfied, except that L(x) is not increasing, and
limy_, oo L(x) = 0. Since EX,,; =0 and foralln > 1,

an,

p
1
) > E(maX Ian|p>
nlogn \I<i<

E[X11]7 =00

max |X,;| <2 max
1<i<n

3

we have

2
E{ ——— Xni —EX
( 1P VP (n) e ;( " ni)

~ nlogn

so that (4.1) fails.

Remark 4.3 We note that in the context of the Marcinkiewicz—Zygmund strong and weak
law of large numbers, the assumptions that L(-) is increasing and L(x) > 1 for x > 0 are
required only for the case p = 1. We refer to Theorem 3.1 in [2], Theorem 1 in [16], and
Corollary 4.10 in [18] for details.

The following corollary is a special case of Theorem 4.1. To our best knowledge, this
result is also new even in the independence case. Almost sure convergence for sequences
of negatively associated random variables under a similar moment condition was studied by
Miao et al. [12].

Corollary4.4 Leta > 0,1 < p <2andlet {X,;, 1 <i <n,n > 1} be a triangular array
of integrable random variables such that for all n > 1, the collection {X,;,1 < i < n}
satisfies Condition (Ma). If {| X,.i|? (log | X,.;1)*, 1 <i < n,n > 1} is uniformly integrable
in the Cesaro sense, then

(log)*/?

Ly
/p 1<k< 20 asn — oo. 4.9)

k
Z nl_Ean)

Proof By choosing L(x) = log® x, we have L(x) = log~® x. The proof thus follows by
applying Theorem 4.1. O

The following example shows that in Corollary 4.4, the assumption that
{I1X,.i1” (log|X,,i)¥ 1 <i <n,n > 1} is uniformly integrable in the Cesaro sense cannot
be replaced with

sup  E(|1Xy,|”(log Xy, N*) < oo. (4.10)

1<i<n,n>1
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Example4.5 Let 1 < p < 2, @ > 0, and let {X,,n > 1} be a sequence of independent
symmetric random variables with

1
P(Xp =0)=1- -, P(X, = n'/Plog=®P n) = P(X, = —n'"/Plog™*/Pn) = —, n > 1.
Then it is clear that

1
sup E(| X, |” log® |X,|) = sup (nlog™* n)log* (n'/? log™*/P n) x —
n

n=1 n>1
<log (n'/7log™/P n) )a

= sup
n>1

log (n'/7)\* 1\¢
< sup (g()) = <—> < 0.
n>1 logn p

For all n satisfying n'/? log=%/? n > n'/?P) we have

logn @.11)

E(1X |7 (log” | X, D1(| X, |” (log® | Xn]) > a))
1
= (nlog™n)log® (n'/Plog™*/? n) x —
n

B <10g (n'/Plog=/P n))a

logn
log (n1/CMY\* 1\
> <g(n) = (—) forall a > 0.
logn 2p

Let {X,;,1 <i < n,n > 1} be a triangular array of random variables with X,,; = X;
forall 1 < i < n,n > 1. Then by (4.11) and (4.12), we see that (4.10) is satisfied but
{I1Xn.il?(log|XniD% 1 <i <n,n > 1}1is not uniformly integrable in the Cesaro sense. Let
b, =n'/P1log=*/P n. Then for 0 < & < 1/4 and for n > 2, we have

(4.12)

n n
D P(Xi| > eby) = Y P(Xi| > eby)
i=1 i=|n/2)
n
2>

i=[n/2]

(4.13)

=

)

IS | =
N[ —

so that (3.2) fails. Applying the necessity part of Theorem 3.1 with k, = n, we have

k
Zi:] Xi

maxj<k<n

by

c
240

i.e., (4.9) fails.
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5 Mean convergence for the partial sums from arrays of rowwise and
pairwise negatively dependent random variables

Mean convergence theorems for pairwise negatively dependent random variables were stud-
ied by various authors. Ordéiiez Cabrera and Volodin [13, Theorem 1] studied £ convergence
theorem for weighted sums from arrays { X, ;, u, <i < v,,n > 1} of rowwise and pairwise
negatively dependent random variables satisfying the so-called A-integrability concerning
the array of weights, where {h(n), n > 1} is an increasing sequence of positive constants.
Here and hereafter, {u,,n > 1} and {v,, n > 1} denote two sequences of integer numbers
such thatu, < v, foralln > 1andlim(v, —u,) = 0co. Wu and Guan [22] extended Theorem
1 of Ordéfiez Cabrera and Volodin [13] to £, convergence, 1 < p < 2. To this end, Sung
[15, Theorem 2.1] extended these results by proving the following theorem.

Theorem 5.1 (Sung [15], Theorem 2.1) Let 1 < p < 2 and let {X,, i, un <i < vy, n > 1}
be a triangular array of rowwise and pairwise negatively dependent random variables. Let
{bn, n > 1} be a sequence of increasing to infinity of positive constants. Suppose that

sup 17 Z E|XilP < o0 G-I
nx1 v i=u,
and
thZE (1Xi 171 (1X i > bug)) =0 forall &> 0, (5.2)
n—00 nl nl N .
i=uy,
then
Lp
72 —EX,i) = 0 asn — oo. (5.3)

i=uy

In Theorem 2.1 of Sung [15], the author stated the result for weighted sums
Z;)iun ani (Yni — EYy,i), butif we let X, j = byay,; Yn,i, then Theorem 5.1 coincides with
his result. Since pairwise negative dependence enjoys Condition (H3), we obtain following
theorem by using the same steps in the proof of the sufficiency of Theorem 3.1 with only

minor changes.

Theorem 5.2 Theorem 5.1 still holds if (5.1) is weakened to

C
sup — b7 Z |X,,,|p1 |Xn,| > b, s)) < 8—; forall 0 < e < 1, 5.4

>1
n i=up

where C1 > 0 and § € (0,2 — p) are some constants which do not depend on ¢.

The following example which is inspired by Example 4.8 in Thanh [18] shows that (5.4)
is strictly weaker than (5.1).

Example5.3 Let1 < p < 2,0 <a < 1,b, = n'/Plog™*/Pn,u, = 1,v, = n and let
{X,,n > 1} be a sequence of independent random variables such that

PX,=-1)=PX,=1)=1/2 forn=1 or n #2™, m > 1,
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and
P (Xon = =2"/P /m"/P) = P (Xom =2"/P /m"/P) = 1/2 form > 1.

Let {X,;,1 < i < n,n > 1} of random variables such that X,,; = X; for alln > 1,
1 <i <n.Forn > 1, we have from (4.35) of Thanh [18] that

1 2
— > B (X1 log(1XD) = 1+ - <oo.

i=1

Therefore, {|X, ;|”log* |X,.il,1 < i < n,n > 1} is uniformly integrable in the Cesaro

sense by the de La Vallée Poussin criterion for the Cesaro uniform integrability (see Chandra

and Goswami [6, p., 228-230]). Applying Theorem 4.1, we obtain the conclusion (4.1).
Finally, it is clear that for all n > 1, we have

Un

1 log® n «—
o7 2 EXaal” = =5 S EIXIP 2 log”n — oo,
1=uy i=1
Thus, (5.1) fails, and we cannot apply Theorem 2.1 of Sung [15] (Theorem 5.1) to derive
even (5.3) which is clearly weaker than (4.1).

Remark 5.4 Since (5.4) is strictly weaker than (5.1), Theorem 5.2 improves Theorem 2.1 of
Sung [15], which, in turn, improves Theorem 1 of Ordéfiez Cabrera and Volodin [13] and
Theorems 3.1-—3.3 of Wu and Guan [22].

Remark 5.5 Wu et al. [25] established mean convergence of the partial sums from triangular
arrays of rowwise widely orthant dependent random variables. It would be interesting to see
if one can use the method developed in this paper to give an improvement of Theorem 3.1 in
[25] (by weakening condition (3) of Theorem 3.1 in [25]).
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